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#### Abstract

Existence and uniqueness of $(\omega, c)$-periodic solution of boundary value problem for a nonlinear system of ordinary differential equations with the quadrate of Gerasimov-Caputo operator, impulsive effects and maxima are studied. Problem is reduced to solvability of the complex system of nonlinear functional integral equations. The method of contracted mapping is used in the proof of one-valued solvability of nonlinear functional integral equations. Some estimates are obtained for the $(\omega, c)$-periodic solution of the problem.
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## 1. Introduction

The dynamics of evolving processes sometimes undergoes abrupt changes. Often such short-term perturbations are interpreted as impulses. That is, we actually have the dynamic systems with impulsive actions. So, we have to consider differential equations, the solutions of which are functions with first kind discontinuities at times. Impulsive differential and integro-differential equations have applications in biological, chemical and physical sciences, ecology, biotechnology, industrial robotic, pharmacokinetics, optimal control, etc. $[1,2,3,4,5]$. In particular, some problems with impulsive effects appear in biophysics at micro- and nano-scales $[6,7,8,9,10]$. A lot of publications of studying on differential equations with impulsive effects are appearing $[11,12,13,14,15,16,17,18,19,20,21,22,23,24]$.

Fractional calculus plays an important role in the mathematical modeling of many problems in scientific and engineering disciplines [25, 26, 27, 28]. In the works [29, 30, 31, $32,33,34,35,36,37]$, the problems of applying of the fractional calculations to the theory of differential equations are considered. In the works [38, 39, 40], the periodic solutions of impulsive differential equations are studied. We note that the theory of $(\omega, c)$-periodic differential systems are important part of the theory of differential equations. Therefore,
this direction is rapidly developing. A large number of papers are published in this field in serious scientific journals (see, for examples, the works [41, 42, 43], where are studied the problems of unique existence of the $(\omega, c)$-periodic solution for impulsive differential equations.

In our present paper on the interval $\Omega \equiv[0, \omega] \backslash\left\{t_{i}\right\}$ for $i=1,2, \ldots, p$ we consider the questions of existence and uniqueness of the $(\omega, c)$-periodic solutions of the nonlinear system of impulsive differential equations with the quadrate of Gerasimov-Caputo operator and maxima

$$
\begin{equation*}
\left[{ }_{C} D_{0 t}^{\alpha}\right]^{2} x(t)=f(t, x(t), \max \{x(\tau) \mid \tau \in[t-h, t]\}) \tag{1}
\end{equation*}
$$

where $0<h=$ const is delay.
The equation (1) we study with ( $\omega, c$ )-periodic conditions

$$
\begin{align*}
x(\omega) & =c \cdot x(0)  \tag{2}\\
{ }_{C} D_{0 t}^{\alpha} x(\omega) & =c \cdot c D_{0 t}^{\alpha} x(0) \tag{3}
\end{align*}
$$

and nonlinear impulsive conditions

$$
\begin{gather*}
x\left(t_{i}^{+}\right)-x\left(t_{i}^{-}\right)=F_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \ldots, p,  \tag{4}\\
{ }_{C} D_{0 t}^{\alpha} x\left(t_{i}^{+}\right)-{ }_{C} D_{0 t}^{\alpha} x\left(t_{i}^{-}\right)=G_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \ldots, p, \tag{5}
\end{gather*}
$$

where ${ }_{C} D_{0 t}^{\alpha}$ is the Gerasimov-Caputo $\alpha$-order fractional derivative for a function $x(t)$ and defined by

$$
\begin{gathered}
{ }_{C} D_{0 t}^{\alpha} x(t)=I_{0 t}^{1-\alpha} x^{\prime}(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{x^{\prime}(s) d s}{(t-s)^{\alpha}}, t \in(0, \omega), \\
I_{0 t}^{\alpha} x(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} x(s) d s, \quad 0<\alpha \leq 1
\end{gathered}
$$

$\Gamma(\alpha)$ is the Gamma-function, $0=t_{0}<t_{1}<\ldots<t_{p}<t_{p+1}=\omega, x \in \mathbb{X}, \mathbb{X}$ is the closed bounded domain in the space $\mathbb{R}^{n}, f \in \mathbb{R}^{n}, x\left(t_{i}^{+}\right)=\lim _{\nu \rightarrow 0^{+}} x\left(t_{i}+\nu\right), x\left(t_{i}^{-}\right)=$ $\lim _{\nu \rightarrow 0^{-}} x\left(t_{i}-\nu\right)$.

We note that this paper is further development of the work [44] to the case of quadrate of fractional operator. In addition, we note that the works [38, 39, 40] are not particular cases of the present paper. Because in our work we assume that $c \neq 1$.

By $C\left([0, \omega], \mathbb{R}^{n}\right)$ is denoted the Banach space, which consists continuous vector functions $x(t)$, defined on the segment $[0, \omega]$, with the norm

$$
\|x(t)\|=\sqrt{\sum_{j=1}^{n} \max _{0 \leq t \leq \omega}\left|x_{j}(t)\right|}
$$

By $P C\left([0, \omega], \mathbb{R}^{n}\right)$ is denoted the linear vector space

$$
P C\left([0, \omega], \mathbb{R}^{n}\right)=\left\{x:[0, \omega] \rightarrow \mathbb{R}^{n} ; x(t) \in C\left(\left(t_{i}, t_{i+1}\right], \mathbb{R}^{n}\right), i=1, \ldots, p\right\}
$$

where $x\left(t_{i}^{+}\right)$and $x\left(t_{i}^{-}\right)(i=0,1, \ldots, p)$ exist and are bounded; $x\left(t_{i}^{-}\right)=x\left(t_{i}\right)$. Note, that the linear vector space $P C\left([0, \omega], \mathbb{R}^{n}\right)$ is Banach space with the norm

$$
\|x(t)\|_{P C}=\max \left\{\|x(t)\|_{C\left(t_{i}, t_{i+1}\right]}, i=1,2, \ldots, p\right\}
$$

We use also the vector space $B D\left([0, \omega], \mathbb{R}^{n}\right)$, which is Banach space with the following norm

$$
\|x(t)\|_{B D}=\|x(t)\|_{P C}+h \cdot\left\|x^{\prime}(t)\right\|_{P C}
$$

where $0<h=$ const is delay given by equation (1).
Formulation of problem. To find the $(\omega, c)$-periodic function $x(t) \in B D\left([0, \omega], \mathbb{R}^{n}\right)$, which for all $t \in \Omega$ satisfies the system of differential equations (1) for $0<\alpha \leq 1$, $(\omega, c)$-periodic conditions (2), (3) and for $t=t_{i}, \quad i=1,2, \ldots, p, 0<t_{1}<t_{2}<\ldots<t_{p}<\omega$ satisfies the nonlinear impulsive conditions (4), (5).

## 2. Reduction to functional integral equation

Let the function $x(t) \in B D\left([0, \omega], \mathbb{R}^{n}\right)$ is a solution of the $(\omega, c)$-periodic boundary value problem (1)-(5). Then, by virtue of fractional operators, after integration on the intervals $\left(0, t_{1}\right],\left(t_{1}, t_{2}\right], \ldots,\left(t_{p}, t_{p+1}\right]$ we have:

$$
\begin{gather*}
I_{0 t_{1} C}^{\alpha} D_{0 t_{1}}^{\alpha}\left[D_{0 t_{1}}^{\alpha} x(t)\right]=I_{0 t_{1}}^{\alpha} I_{0 t_{1}}^{1-\alpha}\left[D_{0 t_{1}}^{\alpha} x(t)\right]^{\prime}=I_{0 t_{1}}^{1}\left[D_{0 t_{1}}^{\alpha} x(t)\right]^{\prime}= \\
=\int_{0}^{t_{1}}\left[D_{0 t_{1}}^{\alpha} x(s)\right]^{\prime} d s=D_{0 t_{1}}^{\alpha} x\left(t_{1}^{-}\right)-D_{0 t_{1}}^{\alpha} x\left(0^{+}\right)  \tag{6}\\
I_{0 t_{1}}^{\alpha} f(t, x(t), y(t))=\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} f(s, x(s), y(s)) d s  \tag{7}\\
\quad \vdots  \tag{8}\\
\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} f(s, x(s), y(s)) d s=D_{t_{1} t_{2}}^{\alpha} x\left(t_{2}^{-}\right)-D_{t_{1} t_{2}}^{\alpha} x\left(t_{1}^{+}\right)  \tag{9}\\
\frac{1}{\Gamma(\alpha)} \int_{t_{p}}^{\omega}(T-s)^{\alpha-1} f(s, x(s), y(s)) d s=D_{t_{p} t_{p+1}}^{\alpha} x\left(t_{p+1}^{-}\right)-D_{t_{p} t_{p+1}}^{\alpha} x\left(t_{p}^{+}\right)
\end{gather*}
$$

where $f(t, x(t), y(t))=f(t, x(t), \max \{x(\tau) \mid \tau \in[t-h, t]\})$.

From the formulas (6)-(9) and $D_{0 t_{1}}^{\alpha} x\left(0^{+}\right)=D_{0 t_{1}}^{\alpha} x(0), \quad D_{t_{p} t_{p+1}}^{\alpha} x\left(t_{p+1}^{-}\right)=D_{t_{p} t_{p+1}}^{\alpha} x(t)$, on the interval $(0, \omega]$ we have

$$
\begin{aligned}
& \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s, x(s), y(s)) d s=-{ }_{C} D_{0 t_{1}}^{\alpha} x(0)-\left[{ }_{C} D_{t_{1} t_{2}}^{\alpha} x\left(t_{1}^{+}\right)-{ }_{C} D_{0 t_{1}}^{\alpha} x\left(t_{1}\right)\right]- \\
- & {\left[{ }_{C} D_{t_{2} t_{3}}^{\alpha} x\left(t_{2}^{+}\right)-{ }_{C} D_{t_{1} t_{2}}^{\alpha} x\left(t_{2}\right)\right]-\ldots-\left[{ }_{C} D_{t_{p} t_{p+1}}^{\alpha} x\left(t_{p}^{+}\right)-{ }_{C} D_{t_{p-1} t_{p}}^{\alpha} x\left(t_{p}\right)\right]+{ }_{C} D_{t_{p} t_{p+1}}^{\alpha} x(t) . }
\end{aligned}
$$

Taking into account the impulsive condition (5) in the last equality, we obtain

$$
\begin{equation*}
{ }_{C} D_{0 t}^{\alpha} x(t)={ }_{C} D_{0 t}^{\alpha} x(0)+\sum_{0<t_{i}<t} G_{i}\left(x\left(t_{i}\right)\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s, x(s), y(s)) d s \tag{10}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
{ }_{C} D_{0 t}^{\alpha} x(\omega)={ }_{C} D_{0 t}^{\alpha} x(0)+\sum_{0<t_{i}<\omega} G_{i}\left(x\left(t_{i}\right)\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{\omega}(\omega-s)^{\alpha-1} f(s, x(s), y(s)) d s \tag{11}
\end{equation*}
$$

Let the function $x(t) \in B D\left([0, \omega], \mathbb{R}^{n}\right)$ in (10), satisfies the boundary value condition (3). Then from (11) we have

$$
\begin{equation*}
{ }_{C} D_{0 t}^{\alpha} x(0)=\frac{1}{c-1} \sum_{0<t_{i}<\omega} G_{i}\left(x\left(t_{i}\right)\right)+\frac{1}{(c-1) \Gamma(\alpha)} \int_{0}^{\omega}(\omega-s)^{\alpha-1} f(s, x(s), y(s)) d s \tag{12}
\end{equation*}
$$

By virtue of (12), from (10) we obtain the functional differential equation

$$
\begin{gather*}
{ }_{C} D_{0 t}^{\alpha} x(t)=\frac{1}{c-1} \sum_{0<t_{i}<\omega} G_{i}\left(x\left(t_{i}\right)\right)+\sum_{0<t_{i}<t} G_{i}\left(x\left(t_{i}\right)\right)+ \\
+\frac{1}{(c-1) \Gamma(\alpha)} \int_{0}^{\omega}(\omega-s)^{\alpha-1} f(s, x(s), \max \{x(\tau) \mid \tau \in[s-h, s]\}) d s+ \\
+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s, x(s), \max \{x(\tau) \mid \tau \in[s-h, s]\}) d s \tag{13}
\end{gather*}
$$

Repeating the process above and using conditions (2) and (4), from (13) we arrive at the following system of functional integral equations

$$
x(t)=\frac{1}{c-1} \sum_{0<t_{i}<\omega} F_{i}\left(x\left(t_{i}\right)\right)+\sum_{0<t_{i}<t} F_{i}\left(x\left(t_{i}\right)\right)+
$$

$$
\begin{align*}
& +\frac{1}{(c-1) \Gamma(\alpha)} \frac{t^{\alpha}}{\alpha} \sum_{0<t_{i}<\omega} G_{i}\left(x\left(t_{i}\right)\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \sum_{0<t_{i}<s} G_{i}\left(x\left(t_{i}\right)\right) d s+ \\
& +\frac{1}{(c-1)^{2} \Gamma(\alpha)} \frac{\omega^{\alpha}}{\alpha} \sum_{0<t_{i}<\omega} G_{i}\left(x\left(t_{i}\right)\right)+\frac{1}{(c-1) \Gamma(\alpha)} \int_{0}^{\omega}(\omega-s)^{\alpha-1} \sum_{0<t_{i}<s} G_{i}\left(x\left(t_{i}\right)\right) d s+ \\
& +\frac{1}{(c-1)^{2} \Gamma^{2}(\alpha)} \int_{0}^{\omega}(\omega-s)^{\alpha-1} \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta, x(\theta), \max \{x(\tau) \mid \tau \in[\theta-h, \theta]\}) d \theta d s+ \\
& +\frac{1}{(c-1) \Gamma^{2}(\alpha)} \int_{0}^{\omega}(\omega-s)^{\alpha-1} \int_{0}^{s}(s-\theta)^{\alpha-1} f(\theta, x(\theta), \max \{x(\tau) \mid \tau \in[\theta-h, \theta]\}) d \theta d s+ \\
& +\frac{1}{(c-1) \Gamma^{2}(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta, x(\theta), \max \{x(\tau) \mid \tau \in[\theta-h, \theta]\}) d \theta d s+ \\
& +\frac{1}{\Gamma^{2}(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{s}(s-\theta)^{\alpha-1} f(\theta, x(\theta), \max \{x(\tau) \mid \tau \in[\theta-h, \theta]\}) d \theta d s . \tag{14}
\end{align*}
$$

Lemma 2.1. The following equalities are true:

$$
\begin{align*}
& \int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{s}(s-\theta)^{\alpha-1} f(\theta) d \theta d s=\frac{\Gamma^{2}(\alpha)}{\Gamma(2 \alpha)} \int_{0}^{t}(t-\theta)^{2 \alpha-1} f(\theta) d \theta  \tag{15}\\
& \int_{0}^{\omega}(\omega-s)^{\alpha-1} \int_{0}^{s}(s-\theta)^{\alpha-1} f(\theta) d \theta d s=\frac{\Gamma^{2}(\alpha)}{\Gamma(2 \alpha)} \int_{0}^{\omega}(\omega-\theta)^{2 \alpha-1} f(\theta) d \theta \tag{16}
\end{align*}
$$

Proof. The left-hand side of (15) we rewrite as

$$
\begin{equation*}
\int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{s}(s-\theta)^{\alpha-1} f(\theta) d \theta d s=\int_{0}^{t} f(\theta) \int_{\theta}^{t}(t-s)^{\alpha-1}(s-\theta)^{\alpha-1} d s d \theta \tag{17}
\end{equation*}
$$

It is easy to calculate the internal integral on the right-hand side of (17):

$$
\begin{equation*}
\int_{\theta}^{t}(t-s)^{\alpha-1}(s-\theta)^{\alpha-1} d s=(t-\theta)^{2 \alpha-1} \int_{0}^{1} \tau^{\alpha-1}(1-\tau)^{\alpha-1} d \tau=\mathrm{B}(\alpha, \alpha)(t-\theta)^{2 \alpha-1} \tag{18}
\end{equation*}
$$

Taking (18) and $\mathrm{B}(\alpha, \alpha)=\frac{\Gamma^{2}(\alpha)}{\Gamma(2 \alpha)}$ into account, from (17) we obtain (15). The proof of (16) is similar. The Lemma 2.1 is proved.

Lemma 2.2. The following equalities are true:

$$
\begin{align*}
& \int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta) d \theta d s=\frac{t^{\alpha}}{\alpha} \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta) d \theta  \tag{19}\\
& \int_{0}^{\omega}(\omega-s)^{\alpha-1} \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta) d \theta d s=\frac{\omega^{\alpha}}{\alpha} \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta) d \theta . \tag{20}
\end{align*}
$$

Proof. The left-hand side of (19) we rewrite as:

$$
\begin{equation*}
\int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta) d \theta d s=\int_{0}^{t}(t-s)^{\alpha-1} d s \int_{0}^{\omega}(\omega-\theta)^{\alpha-1} f(\theta) d \theta \tag{21}
\end{equation*}
$$

We calculate the first integral on the right-hand side of (21):

$$
\begin{equation*}
\int_{0}^{t}(t-s)^{\alpha-1} d s=-\left.\frac{(t-s)^{\alpha}}{\alpha}\right|_{s=0} ^{s=t}=\frac{t^{\alpha}}{\alpha} . \tag{22}
\end{equation*}
$$

By virtue of (22), from (21) we obtain (19). The proof of (20) is similar. The Lemma 2.2 is proved.

Applying the Lemmas 2.1 and 2.2, from (14) we obtain

$$
\begin{align*}
& x(t)=J(t ; x) \equiv \frac{1}{c-1} \sum_{0<t_{i}<\omega} F_{i}\left(x\left(t_{i}\right)\right)+\sum_{0<t_{i}<t} F_{i}\left(x\left(t_{i}\right)\right)+ \\
& +\chi(t) \sum_{0<t_{i}<\omega} G_{i}\left(x\left(t_{i}\right)\right)+\int_{0}^{\omega} K_{1}(t, s) \sum_{0<t_{i}<s} G_{i}\left(x\left(t_{i}\right)\right) d s+ \\
& \quad+\int_{0}^{\omega} K_{2}(t, s) f(s, x(s), \max \{x(\tau) \mid \tau \in[s-h, s]\}) d s, \tag{23}
\end{align*}
$$

where

$$
\begin{aligned}
& \chi(t)=\frac{(c-1) t^{\alpha}+\omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}, \quad K_{1}(t, s)=\left\{\begin{array}{l}
\frac{(\omega-s)^{\alpha-1}}{(c-1) \Gamma(\alpha)}, \quad t<s \leq \omega, \\
\frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}+\frac{(\omega-s))^{\alpha-1}}{(c-1) \Gamma(\alpha)}, \quad 0 \leq s<t,
\end{array}\right. \\
& K_{2}(t, s)=\left\{\begin{array}{l}
\frac{(\omega-s)^{2 \alpha-1}}{(c-1))^{2(2 \alpha)}}+\frac{\omega^{\alpha}+(c-1) t^{\alpha}}{\left.\alpha(c-1)^{2}\right)^{2}(\alpha)}(\omega-s)^{\alpha-1}, \quad t<s \leq \omega, \\
\frac{(t-s)^{2 \alpha-1}}{\Gamma(2 \alpha)}+\frac{(\omega-s)^{2 \alpha-1}}{(c-1) \Gamma(2 \alpha)}+\frac{\omega^{\alpha}+(c-1) t^{\alpha}}{\alpha(c-1)^{2} \Gamma^{2}(\alpha)}(\omega-s)^{\alpha-1}, \quad 0 \leq s<t .
\end{array}\right.
\end{aligned}
$$

Lemma 2.3. For the equation (23) is true the following estimate

$$
\begin{gather*}
\|J(t ; x)\|_{P C} \leq M_{2} p \frac{1+|c-1|}{|c-1|}+M_{3} p \frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}+ \\
+M_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha} \tag{24}
\end{gather*}
$$

where $M_{1}=\|f\|, \quad M_{2}=\max _{1 \leq i \leq p}\left\|F_{i}\right\|, \quad M_{3}=\max _{1 \leq i \leq p}\left\|G_{i}\right\|$.
Proof. From the equation (23) we obtain

$$
\begin{gather*}
\|J(t ; x)\|_{P C} \leq \frac{1+|c-1|}{|c-1|} \sum_{0<t_{i}<\omega}\left\|F_{i}\right\|+ \\
+\left[\max _{t \in \Omega}|\chi(t)|+\int_{0}^{\omega} K_{1}(t, s) d s\right] \sum_{0<t_{i}<\omega}\left\|G_{i}\right\|+\|f\| \int_{0}^{\omega} K_{2}(t, s) d s \leq \\
\leq p \frac{1+|c-1|}{|c-1|} \max _{1 \leq i \leq p}\left\|F_{i}\right\|+p \frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)} \max _{1 \leq i \leq p}\left\|G_{i}\right\|+ \\
+\frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha}\|f\| . \tag{25}
\end{gather*}
$$

From the estimate (25) follows (24). Lemma 2.3 is proved.
Lemma 2.4. Let the following conditions to be met: there exist constants $P_{i}, Q_{i}, i=$ $1,2,3$, such that
1). $\|f(t, x(t), y(t))\| \leq P_{1}\|x(t)\|+Q_{1}<\infty$;
2). $\max _{1 \leq i \leq p}\left\|F_{i}\left(x\left(t_{i}\right)\right)\right\| \leq P_{2} \max _{1 \leq i \leq p}\left\|x\left(t_{i}\right)\right\|+Q_{2}<\infty$;
3). $\max _{1 \leq i \leq p}\left\|G_{i}\left(x\left(t_{i}\right)\right)\right\| \leq P_{3} \max _{1 \leq i \leq p}\left\|x\left(t_{i}\right)\right\|+Q_{3}<\infty$.

Then the following estimate is true

$$
\begin{equation*}
\|x(t)\|_{P C} \leq \frac{\mu}{1-\nu}, \tag{26}
\end{equation*}
$$

where

$$
\begin{gathered}
\mu=p\left[Q_{2} \frac{1+|c-1|}{|c-1|}+Q_{3} \frac{[1+\mid c-1]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}\right]+ \\
+Q_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha} \\
\nu=p\left[P_{2} \frac{1+|c-1|}{|c-1|}+P_{3} \frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}\right]+ \\
+P_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha}<1 .
\end{gathered}
$$

Proof. Similar to the proof of the Lemma 2.3 above, we obtain

$$
\begin{gather*}
\|J(t ; x)\|_{P C} \leq \frac{1+|c-1|}{|c-1|} \sum_{0<t_{i}<\omega}\left\|F_{i}\right\|+ \\
+\left[\max _{t \in \Omega}|\chi(t)|+\int_{0}^{\omega} K_{1}(t, s) d s\right] \sum_{0<t_{i}<\omega}\left\|G_{i}\right\|+\|f\| \int_{0}^{\omega} K_{2}(t, s) d s \leq \\
\leq p \frac{1+|c-1|}{|c-1|}\left[P_{2} \max _{1 \leq i \leq p}\left\|x\left(t_{i}\right)\right\|+Q_{2}\right]+p \frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}\left[P_{3} \max _{1 \leq i \leq p}\left\|x\left(t_{i}\right)\right\|+Q_{3}\right]+ \\
+\frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha}\left[P_{1}\|x(t)\|+Q_{1}\right] \leq \\
\leq p\left[P_{2} \frac{1+|c-1|}{|c-1|}+P_{3} \frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}\right] \max _{1 \leq i \leq p}\left\|x\left(t_{i}\right)\right\|+ \\
+P_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha}\|x(t)\|+ \\
+p Q_{2} \frac{1+|c-1|}{|c-1|}+p Q_{3} \frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}+ \\
+Q_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha} . \tag{27}
\end{gather*}
$$

From (27) we derive the estimate (26). The Lemma 2.4 is proved.
Lemma 2.5 ([33]). For the difference of two functions with maxima there holds the following estimate

$$
\begin{gathered}
\|\max \{x(\tau) \mid \tau \in[t-h, t]\}-\max \{y(\tau) \mid \tau \in[t-h, t]\}\| \leq \\
\leq\|x(t)-y(t)\|+2 h\left\|\frac{\partial}{\partial t}[x(t)-y(t)]\right\|
\end{gathered}
$$

where $0<h=$ const.

## 3. Main result

Theorem 3.1. Let $f: \Omega \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous function and $f(t+\omega, c x, c y)=$ $c f(t, x, y)$. Assume that there exist positive quantities $M_{1}, M_{2}, M_{3}, L_{1}, L_{2 i}, L_{3 i}$ such that for all $t \in \Omega$ are fulfilled the following conditions:

1. For the positive integer $p$, there hold $F_{i}=F_{i+p}, \quad G_{i}=G_{i+p}, \quad t_{i+p}=t_{i}+\omega$;
2. $\|f(t, x(t), y(t))\| \leq M_{1}<\infty$;
3. $\max _{1 \leq i \leq p}\left\|F_{i}\left(x\left(t_{i}\right)\right)\right\| \leq M_{2}<\infty, \max _{1 \leq i \leq p}\left\|G_{i}\left(x\left(t_{i}\right)\right)\right\| \leq M_{3}<\infty$;
4. $\left\|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right\| \leq L_{1}\left[\left\|x_{1}-x_{2}\right\|+\left\|y_{1}-y_{2}\right\|\right]$;
5. $\left\|F_{i}\left(t, x_{1}\right)-F_{i}\left(t, x_{2}\right)\right\| \leq L_{2 i}\left\|x_{1}-x_{2}\right\|$;
6. $\left\|G_{i}\left(t, x_{1}\right)-G_{i}\left(t, x_{2}\right)\right\| \leq L_{3 i}\left\|x_{1}-x_{2}\right\|$;
7. The radius of the inscribed ball in $X$ is greater than

$$
\begin{gathered}
M_{2} p \frac{1+|c-1|}{|c-1|}+M_{3} p \frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)}+ \\
+M_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha}
\end{gathered}
$$

8. $\rho<1$, where $\rho=\beta_{1}+h \beta_{2}$ and $\beta_{1}, \beta_{2}$ are defined from (31) and (35) below.

Then the problem (1)-(5) has a unique $(\omega, c)$-periodic solution for all $t \in \Omega$.
Proof. The theorem we proof by the method of contacting mapping. According to the theorem condition, we have

$$
f(t+\omega, x(t+\omega), y(t+\omega))=f(t+\omega, c x(t), c y(t))=c f(t, x(t), y(t))
$$

We differentiate (23):

$$
\begin{align*}
& x^{\prime}(t)=J\left(t ; x^{\prime}\right) \equiv \chi^{\prime}(t) \sum_{0<t_{i}<\omega} G_{i}\left(x\left(t_{i}\right)\right)+\int_{0}^{\omega} K_{1}^{\prime}(t, s) \sum_{0<t_{i}<s} G_{i}\left(x\left(t_{i}\right)\right) d s+ \\
& \quad+\int_{0}^{\omega} K_{2}^{\prime}(t, s) f(s, x(s), \max \{x(\tau) \mid \tau \in[s-h, s]\}) d s \tag{28}
\end{align*}
$$

where

$$
\begin{aligned}
& \chi^{\prime}(t)=\frac{t^{\alpha-1}}{(c-1) \Gamma(\alpha)}, \quad K_{1}^{\prime}(t, s)=\left\{\begin{array}{l}
0, \quad t<s \leq \omega \\
\frac{(\alpha-1)(t-s)^{\alpha-2}}{\Gamma(\alpha)}, \quad 0 \leq s<t
\end{array}\right. \\
& K_{2}^{\prime}(t, s)=\left\{\begin{array}{l}
\frac{t^{\alpha-1}}{(c-1) \Gamma^{2}(\alpha)}(\omega-s)^{\alpha-1}, \quad t<s \leq \omega \\
\frac{(2 \alpha-1)(t-s)^{2 \alpha-2}}{\Gamma(2 \alpha)}+\frac{t^{\alpha-1}}{(c-1) \Gamma^{2}(\alpha)}(\omega-s)^{\alpha-1}, \quad 0 \leq s<t
\end{array}\right.
\end{aligned}
$$

For the difference of two operators in (23), we have estimate

$$
\begin{aligned}
& \|J(t ; x)-J(t ; y)\| \leq \frac{1+|c-1|}{|c-1|} \sum_{i=1}^{p}\left\|F_{i}\left(x\left(t_{i}\right)\right)-F_{i}\left(y\left(t_{i}\right)\right)\right\|+ \\
& +\frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)} \sum_{i=1}^{p}\left\|G_{i}\left(x\left(t_{i}\right)\right)-G_{i}\left(y\left(t_{i}\right)\right)\right\|+ \\
& +\frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha} \times
\end{aligned}
$$

$$
\times\|f(t, x(t), \max \{x(\tau) \mid \tau \in[t-h, t]\})-f(t, y(t), \max \{y(\tau) \mid \tau \in[t-h, t]\})\|
$$

Hence, using conditions of the theorem, we have

$$
\begin{gather*}
\|J(t ; x)-J(t ; y)\| \leq \frac{1+|c-1|}{|c-1|} \sum_{i=1}^{p} L_{2 i}\left\|x\left(t_{i}\right)-y\left(t_{i}\right)\right\|+ \\
+\frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)} \sum_{i=1}^{p} L_{3 i}\left\|x\left(t_{i}\right)-y\left(t_{i}\right)\right\|+ \\
+L_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha} \times \\
\times[\|x(t)-y(t)\|+\|\max \{x(\tau) \mid \tau \in[t-h, t]\}-\max \{y(\tau) \mid \tau \in[t-h, t]\}\|] . \tag{29}
\end{gather*}
$$

By virtue of estimate given in the Lemma 2.5, from (29) we obtain that

$$
\begin{gather*}
\|J(t ; x)-J(t ; y)\| \leq \frac{1+|c-1|}{|c-1|} \sum_{i=1}^{p} L_{2 i}\left\|x\left(t_{i}\right)-y\left(t_{i}\right)\right\|+ \\
+\frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)} \sum_{i=1}^{p} L_{3 i}\left\|x\left(t_{i}\right)-y\left(t_{i}\right)\right\|+ \\
+2 L_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{2 \alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha} \times \\
\times\left[\|x(t)-y(t)\|+h\left\|x^{\prime}(t)-y^{\prime}(t)\right\|\right] \leq \beta_{1}\|x(t)-y(t)\|+\gamma_{1} h\left\|x^{\prime}(t)-y^{\prime}(t)\right\| \tag{30}
\end{gather*}
$$

where

$$
\begin{gather*}
\beta_{1}=\frac{1+|c-1|}{|c-1|} \sum_{i=1}^{p} L_{2 i}+\frac{[1+|c-1|]^{2} \omega^{\alpha}}{\alpha(c-1)^{2} \Gamma(\alpha)} \sum_{i=1}^{p} L_{3 i}+ \\
+L_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{\alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha}  \tag{31}\\
\gamma_{1}=L_{1} \frac{\alpha|c-1|^{2} \Gamma^{2}(\alpha)+\alpha|c-1| \Gamma^{2}(\alpha)+2 \Gamma(2 \alpha)}{\alpha^{2}|c-1|^{2} \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha} \tag{32}
\end{gather*}
$$

From (31) and (32) clear that $\beta_{1}>\gamma_{1}$. So, the estimate (30) one can rewrite as

$$
\begin{equation*}
\|J(t ; x)-J(t ; y)\|_{P C} \leq \beta_{1}\left[\|x(t)-y(t)\|_{P C}+h\left\|x^{\prime}(t)-y^{\prime}(t)\right\|_{P C}\right] \tag{33}
\end{equation*}
$$

Now for the difference of two operators in (28), similarly, we have estimate

$$
\begin{aligned}
\| J\left(t ; x^{\prime}\right)- & J\left(t ; y^{\prime}\right)\left\|\leq \frac{\omega^{\alpha-1}}{|c-1| \Gamma(\alpha)} \sum_{i=1}^{p} L_{3 i}\right\| x\left(t_{i}\right)-y\left(t_{i}\right) \|+ \\
& +2 L_{1} \frac{\alpha|c-1| \Gamma^{2}(\alpha)+\Gamma(2 \alpha)}{\alpha|c-1| \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha-1} \times
\end{aligned}
$$

$$
\begin{equation*}
\times\left[\|x(t)-y(t)\|+h\left\|x^{\prime}(t)-y^{\prime}(t)\right\|\right] \leq \beta_{2}\|x(t)-y(t)\|+\gamma_{2} h\left\|x^{\prime}(t)-y^{\prime}(t)\right\|, \tag{34}
\end{equation*}
$$

where

$$
\begin{gather*}
\beta_{2}=\frac{\omega^{\alpha-1}}{|c-1| \Gamma(\alpha)} \sum_{i=1}^{p} L_{3 i}+2 L_{1} \frac{\alpha|c-1| \Gamma^{2}(\alpha)+\Gamma(2 \alpha)}{\alpha|c-1| \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha-1}  \tag{35}\\
\gamma_{2}=2 L_{1} \frac{\alpha|c-1| \Gamma^{2}(\alpha)+\Gamma(2 \alpha)}{\alpha|c-1| \Gamma^{2}(\alpha) \Gamma(2 \alpha)} \omega^{2 \alpha-1} \tag{36}
\end{gather*}
$$

From (35) and (36) clear that $\beta_{2}>\gamma_{2}$. So, the estimate (34) one can rewrite as

$$
\begin{equation*}
\left\|J\left(t ; x^{\prime}\right)-J\left(t ; y^{\prime}\right)\right\|_{P C} \leq \beta_{2}\left[\|x(t)-y(t)\|_{P C}+h\left\|x^{\prime}(t)-y^{\prime}(t)\right\|_{P C}\right] . \tag{37}
\end{equation*}
$$

We multiply both sides of (37) to $h$ term by term. Then, adding the estimates (33) and (37) term by term, we obtain that

$$
\begin{equation*}
\|J(t ; x)-J(t ; y)\|_{B D} \leq \rho \cdot\|x(t)-y(t)\|_{B D} \tag{38}
\end{equation*}
$$

where $\rho=\beta_{1}+h \beta_{2}$.
According to the last condition of the theorem $\rho<1$, so right-hand side of (23) as an operator is contraction mapping. From the estimates (24), (26) and (38) implies that there exists a unique fixed point $x(t)$, satisfying equation (1), $(\omega, c)$-periodic conditions (2), (3) and impulsive conditions (4), (5). The theorem is proved.

## 4. Conclusion

The theory of differential equations plays an important role in solving applied problems of sciences and technology. Especially, periodic and almost periodic boundary value problems for differential equations with impulsive actions have many applications in mathematical physics, mechanics and technology, in particular in nanotechnology.

In this paper, we investigated the questions of ( $\omega, c$ )-periodic solvability of the system of impulsive differential equations (1) with the quadrate of Gerasimov-Caputo operator, $(\omega, c)$-periodic boundary value conditions (2), (3) and impulsive conditions (4), (5) for $t=t_{i}, i=1,2, \ldots, p, 0<t_{1}<t_{2}<\cdots<t_{p}<T$. The nonlinear right-hand side of this equation consists the construction of maxima. The questions of existence and uniqueness of the ( $\omega, c$ )-periodic solution of the problem (1)-(5) are studied. The problem we reduce to the ( $\omega, c$ )-periodic solvability of the system of nonlinear functional integral equations (23). The estimates (24) and (26) are obtained for ( $\omega, c$ )-periodic solutions of the problem (1)-(5).

The results obtained in this work will allow us in the future to investigate another kind of ( $\omega, c$ )-periodic problems for the equations of mathematical physics with impulsive actions. We hope that our work will stimulate the study of various kind of $(\omega, c)$-periodic direct and inverse boundary value problems for impulsive ordinary and partial differential and integro-differential equations and results of investigations find the applications in mechanics, technology and in nanotechnology.

## References

[1] M. Benchohra, J. Henderson, S. K. Ntouyas, Impulsive differential equations and inclusions, Contemporary mathematics and its application, New York, Hindawi Publishing Corporation, 2006.
[2] A. Halanay, D. Veksler, Qualitative theory of impulsive systems, Moscow, Mir, 1971 (Russian).
[3] V. Lakshmikantham, D.D. Bainov, P.S. Simeonov, Theory of impulsive differential equations, Singapore, World Scientific, 1989.
[4] N. A. Perestyk, V. A. Plotnikov, A. M. Samoilenko, N. V. Skripnik, Differential equations with impulse effect: multivalued right-hand sides with discontinuities, DeGruyter Stud. v. 40, Mathematics, Berlin, Walter de Gruter Co., 2011.
[5] A. M. Samoilenko, N. A. Perestyk, Impulsive differential equations, Singapore, World Sci., 1995.
[6] I. Stamova, G. Stamov, Impulsive biological models, In: Applied impulsive mathematical models, CMS Books in Mathematics, Springer, Cham., 2016.
[7] J. Catlla J., D. G. Schaeffer, Th. P. Witelski, E.E. Monson, A. L. Lin, On spiking models for synaptic activity and impulsive differential equations, SIAM Review, 2008, v. 50 (3), pp. 553-569.
[8] E. G. Fedorov, I. Yu. Popov, Analysis of the limiting behavior of a biological neurons system with delay, J. Phys.: Conf. Ser., 2021, v. 2086 (012109).
[9] E. G. Fedorov, I. Yu. Popov, Hopf bifurcations in a network of Fitzhigh-Nagumo biological neurons, International J. of Nonlinear Sciences and Numerical Simulation, 2021. https://doi.org/10.1515/ijnsns- 2021-0188.
[10] E. G. Fedorov, Properties of an oriented ring of neurons with the FitzHugh-Nagumo model, Nanosystems: Phys. Chem. Math., 2021, v. 12 (5), pp. 553-562.
[11] A. Anguraj, M. M. Arjunan, Existence and uniqueness of mild and classical solutions of impulsive evolution equations, Elect. J. of Differential Equations, 2005, v. 2005 (111), pp. 1-8.
[12] A. Ashyralyev, Y.A. Sharifov, Existence and uniqueness of solutions for nonlinear impulsive differential equations with two-point and integral boundary conditions, Advances in Difference Equations, 2013, v. 2013 (173).
[13] A. Ashyralyev, Y.A. Sharifov, Optimal control problems for impulsive systems with integral boundary conditions, Elect. J. of Differential Equations, 2013, v. 2013 (80), pp. 1-11.
[14] Ch, Bai, D. Yang, Existence of solutions for second-order nonlinear impulsive differential equations with periodic boundary value conditions Boundary Value Problems (Hindawi Publishing Corporation), 2007, v. 2007 (41589), pp. 1-13.
[15] L. Bin, L. Xinzhi, L. Xiaoxin, Robust global exponential stability of uncertain impulsive systems, Acta Mathematika Scientia, 2005, v. 25 (1), pp. 161-169.
[16] Sh. Ji, Sh. Wen, Nonlocal cauchy problem for impulsive differential equations in Banach spaces, Intern. J. of Nonlinear Science, 2010, v. 10 (1), pp. 88-95.
[17] M. Li, M. Han, Existence for neutral impulsive functional differential equations with nonlocal conditions, Indagationes Mathematcae, 2009, v. 20 (3), pp. 435-451.
[18] M. J. Mardanov, Ya. A. Sharifov, Molaei Habib H. Existence and uniqueness of solutions for first-order nonlinear differential equations with two-point and integral boundary conditions, Electr. J. of Differential Equations, 2014, v. 2014 (259), pp. 1-8.
[19] A. K. Fayziyev, A. N. Abdullozhonova, T. K. Yuldashev, Inverse problem for Whitham type multi-dimensional differential equation with impulse effects, Lobachevskii J. of Math., 2023, v. 44 (2), pp. 570-579.
[20] T.K. Yuldashev, A.K. Fayziyev, On a nonlinear impulsive system of integrodifferential equations with degenerate kernel and maxima, Nanosystems: Phys. Chem. Math., 2022, v. 13 (1), pp. 36-44.
[21] T. K. Yuldashev, A. K. Fayziyev, Integral condition with nonlinear kernel for an impulsive system of differential equations with maxima and redefinition vector, Lobachevskii J. Math., 2022, v. 43 (8), pp. 2332-2340.
[22] T. K. Yuldashev, A. K. Fayziyev, Inverse problem for a second order impulsive system of integro-differential equations with two redefinition vectors and mixed maxima, Nanosystems: Phys. Chem. Math., 2023, v. 14 (1), pp. 13-21.
[23] T. K. Yuldashev, Kh. Kh. Saburov, T. A. Abduvahobov, Nonlocal problem for a nonlinear system of fractional order impulsive integro-differential equations with maxima, Chelyab. Phys.-Math. J., 2022, v. 7 (1), pp. 113-122.
[24] T. K. Yuldashev, T. G. Ergashev, T. A. Abduvahobov, Nonlinear system of impulsive integro-differential equations with Hilfer fractional operator and mixed maxima, Chelyab. Phys.-Math. J., 2022, v. 7 (3), pp. 312-325.
[25] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and applications of fractional differential equations, v. 204. North-Holland Mathematics Studies, Elsevier Science B. V., Amsterdam, 2006.
[26] A. M. Nakhushev, Fractional calculus and its applications, Fizmatlit, Moscow, 2003 (in Russian).
[27] I. Podlubny, Fractional differential equations. An introduction to fractional derivatives, Fractional differential equations, to methods of their solution and some of their applications. Mathematics in science and engineering, v. 198. Academic Press, Inc., San Diego, CA, 1999.
[28] A. V. Pskhu, Partial differential equations of fractional order, Nauka, Moscow, 2005 (in Russian).
[29] O. Kh. Abdullaev, Analog of the Gellerstedt problem for the mixed type equation with integraldifferential operators of fractional order, Uzbek Math. J., 2019, no 4, pp. 4-18.
[30] O. Kh. Abdullaev, About a problem for the degenerate mixed type equation involving Caputo and Erdelyi-Kober operators fractional order, Ukr. Math. J., 2019, v. 71 (6), pp. 723-738.
[31] O.Kh. Abdullaev, O.Sh. Salmanov, T.K. Yuldashev, Direct and inverse problems for a parabolic-hyperbolic equation involving Riemann-Liouville derivatives, Trans. National. Acad. Sci. Azerb. Ser. Phys.-Tech. Math. Sci.-Mathematics, 2023, v. 43 (1), pp. 21-33.
[32] A.S. Berdyshev, B. J. Kadirkulov, A Samarskii-Ionkin problem for two-dimensional parabolic equation with the caputo fractional differential operator, International J. of Pure and Applied Mathematics, 2017, v. 113 (4), pp. 53-64.
[33] A.S. Berdyshev, A. Cabada, E. T. Karimov, On a nonlocal boundary problem for a parabolic-hyperbolic equation involving a Riemann-Liouville fractional differential operator, Nonlinear Anal. Theory Methods Appl., 2012, v. 75 (6), pp. 3268-3273.
[34] A. G. Kaplan, Applications of Laplace transform method to the fractional linear integro differential equations, J. of Contemporary Applied Mathematics, 2023, v. 13 (1), pp. 25-32.
[35] Yu. Luchko, Initial-boundary problems for the generalized multi-term time-fractional diffusion equation, J. Math. Anal. Appl., 2011, v. 374 (2), pp. 538-548.
[36] Yu. Luchko, R. Gorenfo, An operational method for solving fractional differential equations with the Caputo derivatives, Acta Mathematica Vietnamica, 1999, v. 24, pp. 207-233.
[37] T. K. Yuldashev, B. J. Kadirkulov, Inverse boundary value problem for a fractional differential equations of mixed type with integral redefinition conditions, Lobachevskii J. Math., 2021, v. 42 (3), pp. 649-662.
[38] T. K. Yuldashev, Periodic solutions for an impulsive system of nonlinear differential equations with maxima, Nanosystems: Phys. Chem. Math., 2022, v. 13 (2), pp. 135141.
[39] T. K. Yuldashev, Periodic solutions for an impulsive system of integro-differential equations with maxima, Vestnik Sam. Gos. Tekhn. Universiteta. Ser. Fiz.-mat. nauki, 2022, v. 26 (2), pp. 368-379.
[40] T. K. Yuldashev, F. U. Sulaimonov, Periodic solutions of second order impulsive system for an integro-differential equations with maxima, Lobachevskii J. Math., 2022, v. 43 (12), pp. 3674-3685.
[41] E. Alvarez, A. Gomez, M. Pinto, ( $\omega, c)-$ periodic functions and mild solutions to abstract fractional integrodifferential equations, Electron. J. Qual. Theory Differ. Equ., 2018, v. 16, pp. 1-8.
[42] M. Agaoglou, M. Feckan, A.P. Panagiotidou, Existence and uniqueness of $(\omega, c)$-periodic solutions of semilinear evolution equations, Int. J. Dyn. Sys. Diff. Equ., 2020, no 10, pp. 149-166.
[43] M. T. Khalladi, A. Rahmani, $(\omega, c)-$ pseudo almost periodic distributions, Nonauton. Dyn. Syst., 2020, no 7, pp. 237-248.
[44] T. K. Yuldashev, Kh. R. Mamedov, T. A. Abduvahobov, On a periodic solution for an impulsive system of differential equations with Gerasimov-Caputo fractional operator and maxima, Journal of Contemporary Applied Mathematics, 2023, v. 13 (1), pp. 111-122.

Tursun K. Yuldashev
Tashkent State University of Economics, 100066, Karimov street, 49, TSUE, Tashkent, Uzbekistan
E-mail: tursun.k.yuldashev@gmail.com

Khanlar R. Mamedov
İgdir university, İgdir, Turkey
E-mail: hanlar.residoglu@igdir.edu.tr

Tohirjon A. Abduvahobov
Tashkent State University of Economics, 100066, Karimov street, 49, TSUE, Tashkent, Uzbekistan
E-mail: tohirjonabduvahopov2603@gmail.com
Received: 21 April 2023
Accepted: 10 October 2023

